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Abstract

Many complex actions such as speaking and playing music consist of sequences of action
units strung together according to syntactic rules. How such rules are implemented in the brain
is a critical problem for understanding the neural basis of complex behaviors. Songbirds are
ideal model systems for tackling this problem. Birdsong consists of sequences of stereotypi-
cal syllables. The syntax of the syllable sequences ranges from simple to complex in different
species. Many species such as Bengalese finch sing songs with variable sequences with proba-
bilistic transitions between the syllables. Neural circuits underlying the singing behavior are
well characterized, and are accessible to experimental manipulations and detailed computa-
tional modeling. Experimental and modeling works have established that syllables are encoded
in unidirectional chain networks of projection neurons in the songbird premotor nucleus HVC
(used as a proper name). Spike propagation along a chain network drives downstream neurons
and produces a specific syllable. Computational models suggest that the song syntax can be
embedded in the connection patterns of the syllable encoding chains. Allowed transitions from
a syllable to other syllables are encoded by connecting the chain networks associated with the
syllables into branched patterns. Through a winner-take-all mechanism enforced through the
local inhibitory circuit and noise, a single chain is selected to propagate the spikes at a branch-
ing point, producing a probabilistic syllable transition. Probabilistic state transition models
inspired by the network models can accurately describe the statistical properties of observed
Bengalese finch song sequences, supporting the network mechanism of birdsong syntax.

Introduction

Sequences of actions are fundamental to many animal and human behaviors, including loco-
motion, vocal communications, language, music, dancing, martial arts, and logical reasoning.
In a seminal paper in 1951 (Lashley (1951)), Lashley observed that sequential behaviors often
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follow some “action syntax”, similar to language. Using error patterns in speech and typing,
he argued that such syntax must be generated within the central nervous system without mo-
ment to moment feedback from the periphery. Numerous experimental and theoretical works
that followed Lashley, typically on human and non-human primates performing learned serial
movements (Rhodes et al. (2004); Rosenbaum et al. (2007); Tanji (2001); Averbeck et al. (2002);
Ohbayashi et al. (2003)), provided insights into the neural mechanism of action syntax. How-
ever, most of these works are based on simple, artificially designed, easily learnable sequences
with a few elementary actions. How complex action sequences are generated and controlled in
the nervous system remains largely unexplored

Typically, human subjects are required to memorize a number of short sequences consisting
of 4 to 10 items and reproduce them verbally or through typing (Baddeley (1968); Page & Norris
(1998); Sternberg et al. (1978); Verwey & Dronkert (1996); Salthouse (1986)), or produce short
sequences guided by external cues (Rosenbaum et al. (1984); Verwey (2001); Nissen & Bullemer
(1987); Keele et al. (2003)). By examining the types and rates of errors, as well as timing of
the action elements in various conditions, a number of cognitive models of how sequences are
stored in memory and retrieved during production have been proposed (Lashley (1951); Rhodes
et al. (2004); Shallice (1972); Estes (1972); Grossberg (1978); Rumelhart & McClelland (1982);
Rosenbaum et al. (1984); Keele et al. (2003)). The models argued for hierarchical organization
of sequential memory, parallel activation of action elements before the initiation of the sequence,
formation of chunks when subsequences are well practiced, and division of implicit and explicit
learning of serial movements. These behavioral studies have been adapted to train non-human
primates to perform serial movements with eyes, hands or arms while activities of single units
are recorded (Mushiake et al. (1991); Tanji (2001); Nakamura et al. (1998); Clower & Alexander
(1998)). These studies have revealed sequence and position selective activities in frontal lobe
cortical areas, including the supplementary motor area and pre-supplementary motor area.
Interestingly, neural activity in the prefrontal cortex while monkeys engaged in drawings of 3 to 4
segments supports the parallel activation model (Averbeck et al. (2002)). Brain areas engaged in
learning and execution of serial movements are also studied using imaging techniques (Hikosaka
et al. (1996); Sakai et al. (1998); Destrebecqz et al. (2003)), lesion studies (Miyachi et al. (1997);
Lu et al. (1998)), and patients with neurological disorders (Ferraro et al. (1993); Vicari et al.
(2003)). Although these studies give valuable insights into mechanisms of sequential actions,
the simplicity of the behavioral sequences prevents a complete understanding of the neural basis
underlying complex action sequences. Moreover, due to the complexity of the primate brain,
the neural circuitry involved, even at the level of brain areas, has yet to be completely mapped
out; this further hinders the progress in understanding the neural mechanisms.

The songbird is an excellent model system for studying the neural mechanisms of production
and learning of action syntax. Birdsong is a learned vocalization that has many parallels with
human language (Thorpe (1958); Marler (1970); Immelmann (1969); Price (1979); Doupe &
Kuhl (1999); Williams (2004)); songs of many species, such as Bengalese finch, have complex
syntactical structures that are rudimentarily similar to human speech (Okanoya (2004)). Figure
1a shows the spectrogram of the song of a Bengalese finch. The song consists of discrete units -
bursts of sounds separated by silent intervals. These discrete units are called syllables. The song
in Fig.1a has seven different syllables which are labeled with letters on top of the spectrogram.
The syllable sequence is complex, and can be described by a transition rule that allows a syllable
to be followed by another one chosen with a certain probability from a restricted set of syllables
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(Dietrich (1980); Okanoya & Yamaguchi (1997); Woolley & Rubel (1997); Honda & Okanoya
(1999); Okanoya (2004); Sakata & Brainard (2006)) (Fig.1b). Such transition rules are similar
in an elementary way to how words can be strung together with restricted flexibility, following
grammatical rules, in language (Jurafsky & Martin (2000)). Like grammar, these transition
rules allow generation of an unlimited number of distinctive syllable sequences.

Progress in experimental techniques and theoretical work on songbirds provides a unique
opportunity to significantly advance our understanding of the neural mechanism of complex
action sequences. Since the 1970s, many aspects of the neural control of birdsong have been
elucidated. The brain structures responsible for production and learning of song, collectively
known as the song control system, have been identified with anatomical and lesion studies
(Nottebohm et al. (1976, 1982)) (Fig.2). In vitro and in vivo intracellular recordings revealed
properties of neurons and their connectivity in a number of key nuclei in the song system
(Dutar et al. (1998); Kubota & Taniguchi (1998); Spiro et al. (1999); Mooney (2000); Sturdy
et al. (2003); Wild et al. (2005); Mooney & Prather (2005); Kubke et al. (2005); Solis & Perkel
(2005)). In vivo recordings demonstrated the spike patterns of neurons in singing and sleeping
birds (Yu & Margoliash (1996); Vu et al. (1998); Dave & Margoliash (2000); Hahnloser et al.
(2002); Schmidt (2003); Leonardo & Fee (2005); Hahnloser et al. (2006)). These advances
make the study of birdsong a fertile ground for developing biologically constrained and detailed
computational models that are also predictive, and for the productive interplay between the
experiments and the models.

Simple organisms often provide opportunities to precisely understand neural mechanisms
of motor control. Over the years, electrophysiological investigations on rhythmic behaviors
such as swimming, walking, and digestion in animals such as lamprey, frog, and lobster have
yielded important concepts, including the notion of the central pattern generator (CPG) (Marder
(2000)), and afferent and sensory feedback regulation of pattern generation (Pearson (1993,
2000)). Research on songbirds, a much simpler system compared to primates, should similarly
yield concrete insights on the neural mechanisms of complex action sequences.

The song system

The song control system of songbird consists of a set of brain nuclei linked to form a mostly
feedforward excitatory pathway (Nottebohm et al. (1976, 1982); Vicario & Nottebohm (1988);
Wild (1997)) (Fig.2). The premotor nucleus HVC plays a key role in the song system. HVC
projects to RA (the robust nucleus of the arcopallium). RA, in turn, projects to a hypoglossal
motor nucleus containing motor neurons innervating the syrinx - the vocal organ of birds. HVC,
RA and the hypoglossal motor nucleus are necessary for song generation and form a motor
pathway in the song control system.

HVC is also indirectly connected to RA via the anterior forebrain pathway (AFP), which
is crucial for song learning (Bottjer et al. (1984); Sohrabji et al. (1990); Williams & Mehta
(1999); Brainard & Doupe (2000); Olveczky et al. (2005)). The AFP includes area X, which is a
homologue of mammalian basal ganglia, the thalamic nucleus DLM, and ultimately LMAN (the
lateral magnocellular nucleus of the nidopallium). This pathway is homologous to the mam-
malian basal ganglia-cortical loop (Luo et al. (2001); Farries & Perkel (2002); Farries (2004)).

Besides being a key premotor area, HVC is a site of sensorimotor integration: It gets audi-
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tory input from NIF (the nucleus interfacialis of the nidopallium) (Fortune & Margoliash (1995);
Vates et al. (1996); Janata & Margoliash (1999); Cardin et al. (2005)) and CM (caudal mesopal-
lium) (Bauer et al. (2008)); it also gets input from UVA (the nucleus uvaeformis), a thalamic
nucleus (Nottebohm et al. (1982); Williams & Vicario (1993)). HVC has a rich internal structure
(Dutar et al. (1998); Kubota & Taniguchi (1998); Mooney (2000); Wild et al. (2005); Mooney
& Prather (2005)). There are at least three types of neurons: HVC(RA) neurons, which project
to RA; HVC(X) neurons, which project to area X; and inhibitory interneurons, which do not
project out of HVC. There are extensive connections between these neurons (Mooney & Prather
(2005)).

The roles of the various nuclei can be partially inferred from the organization of the song
control system. Motor neurons in the motor areas directly innervate muscles in the syrinx
and in the abdomen and lung that control airflow through the syrinx (Wild (1997); Suthers &
Zollinger (2004); Goller & Cooper (2004)). RA projects to the motor areas, and shapes the
spiking patterns of the motor neurons. Similarly, HVC shapes spike patterns in RA; and UVA,
CM, and NIF influence patterns in HVC. Anatomy alone, however, is insufficient to explain why
HVC is needed in addition to RA for patterning spike activity of the motor neurons. Experiments
in RA and HVC of singing zebra finch helped to resolve this issue (Yu & Margoliash (1996);
Hahnloser et al. (2002); Schmidt (2003); Leonardo & Fee (2005)).

Song syllables and synfire chains

The syllables in birdsongs do not change much each time they are produced. The neural mech-
anism of such stereotypy is best studied in zebra finch. The song of a zebra finch consists
of several repetitions of a motif, which is a fixed sequence of a few syllables. Recordings in
RA and HVC in singing zebra finches revealed that neurons in RA and in HVC have different
spiking patterns (Yu & Margoliash (1996); Hahnloser et al. (2002); Leonardo & Fee (2005)).
RA neurons that project to motor areas spike reliably with precise timing relative to acoustic
features of the motif (Yu & Margoliash (1996); Leonardo & Fee (2005)). An RA neuron bursts
about 10 times during a motif. Different combinations of RA neurons burst at different times,
driving different spike patterns in the motor neurons to generate varying acoustic features. In
contrast, HVC(RA) neurons have very sparse spiking patterns (Hahnloser et al. (2002)). An
HVC(RA) neuron bursts only once during a song motif. The burst typically lasts about 6 ms,
emitting 3-7 spikes, and has a precise timing relative to the motif. Different HVC(RA) neurons
burst at different times. Thus, HVC(RA) neurons burst sequentially and form a sequencer that
drives different combinations of RA neurons at different times (Hahnloser et al. (2002); Fee et al.
(2004); Kozhevnikov & Fee (2006)). An RA neuron bursts several times during the motif since it
is driven by different HVC(RA) neurons that burst at different times. These experiments show
that, whereas RA neurons encode moment-to-moment patterns directly involved in producing
the acoustic features of the song, HVC(RA) neurons encode the sequence of these features (Fee
et al. (2004); Kozhevnikov & Fee (2006)). The stereotypy of song syllables are encoded in the
precisely timed sequential spiking of HVC(RA) neurons.

How is the HVC(RA) activity pattern generated? An experiment that cooled HVC of zebra
finch during singing conclusively demonstrated that HVC(RA) bursts are not driven by external
inputs that are precisely timed themselves; rather, they are generated intrinsically within HVC
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(Long & Fee (2008)). A simple intrinsic model is the synfire chain networks, in which successive
groups of HVC(RA) neurons are connected unidirectionally (Fig.3a) (Doya & Sejnowski (1999);
Li & Greenside (2006); Jin et al. (2007); Long & Fee (2008)). Burst spikes initiated in the
first group propagate down the chain through the excitatory synapses, producing sequential
spiking of HVC(RA) neurons. Chaining is the simplest network structure that can generate
sparse, sequential firing patterns, and has been suggested as a mechanism for sequential order
in general (Fig.3a) (James (1890); Hebb (1949); Abeles (1982); Amari (1972); Kleinfeld (1986);
Sompolinsky & Kanter (1986); Abeles (1991); Diesmann et al. (1999)). Neurons in the same
groups tend to spike in synchrony (Abeles (1982, 1991); Diesmann et al. (1999)). The microcir-
cuit of HVC (Mooney & Prather (2005)) supports the possibility that HVC(RA) neurons are
organized into a chain connectivity. HVC(RA) neurons have excitatory connections with each
other. The inhibitory interneurons are excited by HVC(RA) neurons, and also send inhibitory
connections to HVC(RA) neurons, providing a local feedback inhibition to HVC(RA) neurons.
Such connectivity suggests that the burst sequence in HVC can be generated through the excita-
tory connections between HVC(RA) neurons and regulated by the feedback inhibition through
the interneurons.

The synfire chain model is further supported by a modeling work (Jin et al. (2007)) and
related experiments (Long et al. (2010)). By constructing biologically realistic neuron models
and exploring network parameters, we demonstrated that stereotypical, short bursts consist-
ing of a few spikes at about 600 Hz, as seen in HVC(RA) neurons in zebra finch, can be
robustly generated in a synfire chain network (Fig.3). Our work predicted that the robustness
and stability of the dynamics require that HVC(RA) neurons have intrinsic conductance that
contributes to bursting, and such conductance might be located at the dendrites (Fig.3). No
intrinsic bursting was found in previous experiments that injected step currents to the somata of
HVC(RA) neurons (Dutar et al. (1998); Kubota & Taniguchi (1998); Mooney (2000); Wild et al.
(2005); Mooney & Prather (2005)). Subsequent intracellular recordings of HVC(RA) neurons
in slices and in sleeping birds identified calcium spikes in HVC(RA) neurons, most likely in the
dendrites, as the source of the stereotypical bursts in HVC(RA) neurons (Long et al. (2010)),
directly supporting our predictions.

The strongest evidence supporting the synfire chain model comes from intracellular record-
ings of HVC(RA) neurons in singing zebra finches (Long et al. (2010)). The model predicts that
the membrane potential of an HVC(RA) neuron remains flat throughout the song motif, except
right before and during the burst spiking of the neuron, when it receives strong excitations from
HVC(RA) neurons in the preceding group. This is exactly what was observed in the experiments
(Long et al. (2010)).

Birdsong syntax

While zebra finches sing songs with a simple syntax of fixed syllable sequences, many other
songbird species such as Bengalese finch and canary sing complex songs with variable syllable
sequences. Figure 1 shows an example of Bengalese finch song. A syllable can be followed by
multiple syllables, and often repeats itself a variable number of times. In addition to such a
flexibility, the syntax contains restrictions - not all syllables are allowed to follow a given syllable.
The songs of songbird species are diverse (Brenowitz et al. (1997)). Our knowledge of birdsong
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syntax is quite limited at present. The best approach is to study the syntax one species at a
time.

Bengalese finch is an ideal species to study variable birdsong syntax. Biologically, Bengalese
finch and zebra finch are close relatives (Okanoya (2004)). Therefore, the knowledge accumulated
over the years on zebra finch can serve as a reliable guide for constructing computational models
and designing experiments. Moreover, experimental techniques previously used on zebra finch
can be easily transferred to study Bengalese finch. Like zebra finch, Bengalese finch is suitable
for laboratory studies (Dietrich (1980); Okanoya (2004)).

Branched chain networks

A simple model of complex birdsong syntax is based on the notion that syllables are encoded
by synfire chains in HVC (Jin (2009); Chang & Jin (2009)). The syllable encoding chains
(or “syllable chains”) are connected in branched patterns such that the end of a chain can
be connected to the beginnings of multiple chains. Spike activity propagate along the chains.
At the branching points, one of the connected chains is selected to propagate the activity. The
selection is due to the winner-take-all competition mediated by feedback inhibition through HVC
interneurons. An example of how HVC(RA) neurons are connected to encode the syntactical
rule of A to B or C is shown in Fig.4. This model suggests that birdsong syntax is encoded in
branching chain networks in HVC (Jin (2009)).

A key feature of the model is the competition at the branching points. It is crucial that no
more than one syllable chain is selected for spike propagation, and the selection is probabilistic.
Also, the activity should not stop at the branching points. These requirements can be achieved
if the mutual inhibition between the chains is strong, and the activity is supported by constant
external inputs to HVC(RA) neurons (Jin (2009); Chang & Jin (2009)).

Figure 6 shows a simulation of a branching chain network consisting of four syllable chains
corresponding to syllables A, B, C and D (adapted from (Jin (2009))). The mutual inhibition
between the syllable chains is implemented by randomly connecting HVC(RA) neurons and
HVC(I) neurons (Fig.5a). This is based on the experimental observation that HVC(I) neurons
receive convergent inputs from HVC(RA) neurons and send back divergent output; moreover,
excitations from HVC(RA) to the interneurons are strong (Mooney & Prather (2005)). HVC(I)
neurons spike spontaneously at about 10Hz due to noise injection. The transition rule (Fig.5b)
allows branches and cycles, similar to Bengalese finch song (Fig.1). Each of the four syllable
chains consists of 1200 HVC(RA) neurons divided into 20 groups. The HVC(RA) neurons are
driven by Poisson spike trains, simulating tonic drives from nucleus upstream of HVC. The
syllable chains are connected according to the transition diagram in the syntax (Fig.5c). For
example, the neurons at the tail of the syllable chain A are connected back to the neurons
at the head of the same chain, and also to the neurons at the head of the syllable chain B.
Thus, the connections from the end of the syllable chain A bifurcate according to the transition
diagram. Connections between other syllable chains are similarly constructed. At the start of
the dynamics, the neurons in the first group of chain A are induced to burst. As can be seen in
the raster plot (Fig.5d), the spikes propagate in chain A. Once the spikes arrive to the end of
the chain, neurons in the first groups of both chain A and chain B are excited. However, due
to the mutual inhibition, spikes continue to propagate only in chain B (this selection of chain
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A over chain B is determined by noisy fluctuations). This corresponds to the transition from A
to B. Following such spiking dynamics, the network successfully generates the syllable sequence
“ABBDCDCDCDABBCDCDCDABCDCDABBBB”, which obeys the specified transition rule.
HVC(I) neurons spike continuously throughout the dynamics (Fig.5e). In different runs of the
network dynamics, other sequences allowed by the transition rule are generated. As demon-
strated by this example, the syntax of Bengalese finch song can be generated within HVC. The
model is robust against changes of the excitation and inhibition strength (Jin (2009); Chang &
Jin (2009)).

The external tonic input is important for sustaining the spike propagation in the network,
especially at the branching points. The alternative model without the tonic input can only work
in a small parameter regime and thus is not robust. This is because the inhibition, which is
required for making sure that only one syllable chain is active at any given time, makes the
spike propagation prone to extinction at the branching points. Although making the excitatory
connections strong can help the survival of the propagation, it tends to promote simultaneous
activation of more than one syllable chain, which is undesirable. The tonic input eliminates
the possibility of extinction, and thus enhances the robustness of the branching chain network
model.

Statistical model of birdsong syntax

The branched chain networks can be mapped to state transition models of birdsong syntax.
Each syllable chain is considered as a state. Each state is associated with a syllable, and state
transitions generate syllable sequences. The transitions between the states are probabilistic.
The simplest state transition model is the Markov model: each state is associated with a unique
syllable, and the transition probabilities do not depend on the history of how the current state
is arrived at. There are also two special states, the start state and the end state. The state tran-
sition dynamics starts from the state state and ends at the end state. Constructing the Markov
model from observed syllable sequences is simple. The number of states equals the number of
the syllables plus two. The transition probabilities between the states can be computed from
the observed frequencies of syllable transitions (Jin & Kozhevnikov (2011)).

To evaluate the state transition model, one can generate syllable sequences following the
state transitions, and then compare the statistical properties of the generated sequences to the
observed sequences. Syllable repetitions are common in songs of many species such as Bengalese
finch. The distributions of the repeat numbers of the syllables is a convenient statistical property
to compare. In the Markov model, a repeat distribution is described by P (n) = pn−1(1 − p),
where p is the probability of self transition of the state, and n is the number of times the syllable
is repeated. For all p, this is an exponentially decreasing function of n. Analysis of the songs of
a Bengalese finch showed that this prediction does fit the repeat distributions for some syllables
but fail for others (Fig. 6a) (Jin & Kozhevnikov (2011)). Some repeat distributions are closer
to be Gaussian than exponential. The Markov model is clearly inadequate. This conclusion
is also supported by two other measures of the statistical properties of the syllable sequences.
An N-gram is defined as a fixed sequence of the syllables of length N . Comparisons of the
probabilities distributions of up to 7-grams show that the Markov model fails to capture the
probabilities of observing fixed syllable sequences in the songs of the Bengalese finch (Fig.6c)
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(Jin & Kozhevnikov (2011)). The probability of observing a given syllable or the end of the
sequence at a specific position after the start of the syllable sequence also shows significant
deviations from the predictions of the Markov model (Fig.6e) (Jin & Kozhevnikov (2011)).

One possible way of modifying the Markov model is to introduce adaptation. In the branched
chain network model, repetitions of syllables is accomplished by reactivating the same chains
multiple times. Biophysically, repeated reactivations weaken the synaptic strengths and neural
responsiveness (Koch (2004)), which should decrease the probabilities of selecting the same sylla-
ble chains with repetitions (Jin (2009)). This suggests that the state transition probabilities may
not be fixed. Instead, they could be modified with the state transition dynamics. In particular,
the self transition probabilities could decrease as the states are revisited consecutively. A simple
implementation of this observation is to decrease the self transition probability to αn−1p if the
state is visited for n consecutive times. Here 0 < α < 1 is an adaptation parameter. With adap-
tation, the repeat distribution as function of n is given by Pn = α(n−2)(n−1)/2pn−1(1 − αn−1p).
Depending on the values of p and α, the distribution can have decreasing or close to Gaus-
sian profiles. Adaptation of the transition probabilities allows more varied repeat distributions
and can explain some of the Gaussian-like repeat distributions in Bengalese finch songs (Jin &
Kozhevnikov (2011)). However, modifying the Markov model with the adaptation of the tran-
sition probabilities does not completely dissolve the discrepancy between the model-predicted
and observed statistical properties of the syllable sequences (Jin & Kozhevnikov (2011)).

Another way of modifying the Markov model is to introduce many-to-one associations from
the states to the syllables (Jin (2009)). Multiple states can be associated with the same syllable.
This makes the number of states exceed the number of syllables, and the model becomes the
partially observable Markov model (POMM) (Callut & Dupont (2004); Jin (2009)). Because
multiple states can produce the same syllables, Markovian state transitions can produce non-
Markovian syllable sequences (Jin (2009)). The POMM can be derived from the observed
syllable sequences using a state-merging method (Jin & Kozhevnikov (2011)). Although the
POMM can be successful in capturing the statistical properties of the syllable sequences, the
number of states required can be quite large (Jin & Kozhevnikov (2011)).

Combining the POMM with the adaptation of the transition probabilities (POMMA) leads to
an accurate model without adding too many states. The POMMA for the Bengalese finch songs
is shown in Fig.7 (Jin & Kozhevnikov (2011)). The model has 14 states for the syllables. Syllable
C and D required the most complex representations with three states each. The model accurately
captures the statistical properties of the observed syllable sequences (Jin & Kozhevnikov (2011)),
as shown in Fig.6b for the repeat number distributions; Fig.6d the N-gram distributions; and
Fig.6f for the probabilities of observing syllables at given positions from the start. The number
of states for repeating syllables can be further reduced with more complex model for adapting
the repeat probabilities (Wittenbach & Jin, to be published).

Conclusion

Birdsongs provide a unique opportunity to understand the neural basis of sequential actions. The
relative simplicity of the song system and advances in experimental techniques make it possible
to construct biologically constrained computational models that can provide novel predictions for
further experiments. This combined experimental and computational approach has shown that
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syllables are encoded by synfire chains in HVC. A computational model shows that connecting
these chains into branched chain networks produces variable syllable sequences, and suggests
that HVC is the site of neural control of birdsong syntax. Partially observable Markov model
with adaptation, which is based on the branched chain networks model, can accurately describe
the statistics of observed birdsongs in Bengalese finch. Future experiments should shed light on
whether this is an accurate picture of the neural basis of birdsong syntax.
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Figure 1: Spectrogram (a) and syllable transition diagram (b) of a Bengalese finch song. The syllables (i,
A-G) are labeled on top of the spectrograms.
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Figure 2: Key brain nuclei of the song control system. Major projections in the motor pathway are indicated
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of auditory input. Arrows indicate directions of projections, which are all excitatory.
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Figure 3: Robust propagation of bursts in the synfire chain network of HVC(RA) neurons with dendritic
spike. a. The network connectivity. Neurons form successive groups, and each neuron connects to all
neurons in the next group. b. Two-compartment model of HVC(RA) neuron. There are dendritic and
somatic compartments. c. Somatic voltage responses with step current injections to the soma. The soma
spikes regularly. d. Voltages of the dendrite (left) and the soma (right) with step current injection to the
dendrite. Dendritic calcium spike induces a stereotypical burst in the soma. e. Stable propagation of bursts
in a chain network of the two-compartment neurons. f. The burst propagation is stable for a wide range of
the connection strength, as indicated by the number of spikes per spiked neuron.
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Figure 4: A network of HVC(RA) neurons for generating a probabilistic transition from syllable A to B or
C. Each syllable is encoded by a synfire chain network. Chain A branches into B and C. HVC(RA) neurons
inhibit each other through the interneurons (not shown). Spike activity propagates from chain A to either
chain B or C but not both. The selection of B or C is probabilistic. Adapted from (Jin (2009)).
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neurons are randomly connected. b. The simulated birdsong syntax. c. The branched chain
network implementing the syntax. d. Spike raster of HVC(RA) neurons. e. Spike raster of HVC(I)
neurons. Adapted from (Jin (2009)).
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Figure 6: Comparisons of statistical properties of model-generated and observed syllable sequences
of a Bengalese finch. Black, cyan, and red lines are probability distributions computed from the
observed, the Markov model-generated, and the POMMA-generated sequences, respectively. a-
b. Syllable repeat number distributions. The syllable IDs are displayed on top. c-d. N-gram
distributions. e-f. Probabilities of finding the syllables and the end (denoted with e) at a given
step from the start. The syllable IDs are displayed on top. Adapted from (Jin & Kozhevnikov
(2011)).
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Figure 7: The POMMA derived from the observed syllable sequences of the Bengalese finch. The
letters in each oval is the syllable ID associated with the state. Arrows indicate the directions of
transitions, and the numbers near the arrows indicate the transition probabilities. The numbers in
the parentheses are the adaptation parameters. The pink oval is the start state. Cyan indicates
that the state can transition to the end state. Adapted from (Jin & Kozhevnikov (2011)).
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